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IT Industry Dynamics - Roadmap  IMEX

Analytics — Bl
_—

Predictive Analytics - Unstructured Data

|T I n d UStry From Dashboards Visualization to Prediction Engines using Big Data.
Roadmap Automation/SDDC

Source: IMEX Research

Automatically Maintains Application SLAS
(Self-Configuration, Self-Healing®vex, Self-Acctg. Charges etc.)

Cloudization

On-Premises > Private Clouds > Public Clouds
DC to Cloud-Aware Infrast. & Apps. Cascade migration to SPs/Public Clouds.

Virtualization

Pools Resources. Provisions, Optimizes, Monitors
Shuffles Resources to optimize Delivery of various Business Services

Integration/Consolidation

Integrate Physical Infrast./Blades to meet CAPSIMS o=
Cost, Availability, Performance, Scalability, Inter-operability, Manageability & Security

Standardization

Standard IT Infrastructure- Volume Economics HW/Syst SW
(Servers, Storage, Networking Devices, System Software (OS, MW & Data Mgmt. SW)
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Workloads need Infrastructure Optimized for Cost, Availability, Performance ...
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Storage performance, management and costs
are big issues in running Databases

Data Warehousing Workloads are I/O intensive
* Predominantly read based with low hit ratios on buffer pools
» High concurrent sequential and random read levels
v Sequential Reads requires high 1/0 Bandwidth (MB/sec)
v' Random Reads require high IOPS
* Write rates driven by life cycle management and sort operations
OLTP Workloads are strongly random 1/O intensive
* Random I/O is more dominant
v Read/write ratios of 80/20 are most common but can be 50/50
v" Difficult to build out test systems with sufficient I/O characteristics

Batch Workloads (Hadoop) are more write intensive
» Sequential Writes requires high 1/0 Bandwidth (MB/sec)

Backup & Recovery times are critical for these workloads
» Backup operations drive high level of sequential IO
* Recovery operation drives high levels of random 1/0O

Source: IMEX Research SSD Industry Report ©2011 6
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Memory - MultiSlots

' Connect to Storage as Direct Attached
Storage (Internal Storage)

For Each Disk Operation,

Millions of CPU Opns. or Thousands of
Memory Opns. can be accomplished

Performance

PCle used for HBAs to connect to
(External Shared Storage) via Storage

» | Switches/Fabric as SAN/NAS on HDDs
1980 1990 2000 2010 | front ended by DRAM Cache creating a
gap of 100,000x latency gap

L1l cache reference 0.5 ns
Branchi~mispredict 5 ns
L2 cache reference 7 ns
Mutex lock/unlock 25 ns
Main memory reference 100 mns
Compress 1K bytes with Zippy 3,000 ns
Send 2K bytes over 1 Gbps network 20,000 ns
Read 1 MB seguentially from memory 250,000 ns
Round trip within same datacenter 500,000 ns
Disk seek C—> 10,000,000 ns
Read 1 MB seguentially from disk 20,000,000 mns
Send packet CA->Netherlands->CA 150,000,000 ns

A 7.2K/15k rpm HDD can do 100/140 IOPS <
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8
£ HDDs HDDs Hybrid
g 6T 14 Drives 112 Drives HDD/SSD
= $$ W short 36 Drive SSDs
g 4T stroking 12 Drives
§ SRR $$$
v4
> 2 T
3
@4 e ===
0 I I Colnceptual Only — Not to Scale
0 10,000 20,000 30,000 40,000

IOPS (or Number of Concurrent Users)

For a targeted query response time in DB & OLTP applications, many more
concurrent users can be added cost-effectively when using SSDs or SSD +

HDDs storage vs. adding more HDDs or short-stroking HDDs

Source: IMEX Research SSD Industry Report ©2011
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Industry Dynamics | Impact on Infrastructure

Lower Cost DRAM @ NVMe based Flash Memory
BYOD / Boot Storms j Client Images on Servers

Software Big Data/RealTm Analytics PCle Servers based SSD
. I I Server/Stg. Price/Perf. § New Storage Class Memory

Systems & Services Market
Revenues $B

Services

Storage

Servers Cloud Computing New Protocols / REST, HTTP..

2011 2012 2013 2014 2015 2016 Multicores Flash for Concurrent Multitasking
Power Efficiency
Virtualization New Infrastrecture for Multi-VMs

Scale Out Clustering
Dense Blades RSN ATV STeilelgY
64 bit Computing REIEIESIPLERVIENIeIES

Workloads need Infrastructure - Optimized for Cost, Availability, Performance ...

© 2010-12 IMEX Research, Copying prohibited. All rights reserved.



Solution: SSDs Filling Price/Perf Gap IMEX
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Price
$/GB

DRAM getting
Faster (to feed faster CPUs) &
Larger (to feed Multi-cores &

Multi-VMs from Virtualization)
PCle

SSD

SSD segmenting into
SATA * PCle SSD Cache
SSD - as backend to DRAM &
« SATA SSD
HDD becoming - as front end to HDD
¥ Cheaper, not faster -

Source: IMEX Research SSD Industry Report ©2010-12 Perform ance 1/O Access Latencyr

Best Opportunity to fill the gap is for storage to be close to Server CPU.
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* Hardware cost halving every 13mo

Big Iron: /

S40KICPU /

/

/ Commodity
/ Cluster:
$1k/ICPU

MR and related /

Choosing Hardware Architectures

Compute and data sizes are key requirements

Shared nothing =
Cost Per CPU Hour (C

/82 \

b3 COSt

I
_

Standard MapReduce
CPU CPU

Computations

Shared everything
or shared disk

Data volume
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10757 710,000
100,000 710°5
| 1074
1004 11,000 10,000
- 1073
10n3] $/TPMc TPMc/ 100 1,000 Data | 1002
Processor Warehouse
1007 Size -TB 101
1002 10
1 A%
101 1070
1071 1 -+ 1071
1 -
- 1002
1070- 01 .
' - 107-3
A
107-1 ‘ ‘ ‘ ‘ ‘ ‘ 0.01 .01 0 I I I I I I 0 10n-4

1985 1990 1995 2000 2005 2010 2015

1985 1990 1995 2000 2005 2010 2015




In-Memory Computing
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Advances in Hardware

Multi-Core Architecture
(8 x 10core CPU per blade)

=

Parallel scaling across blades

One blade ~$50.000 = |
Enterprise Class Server

Advances in Software

Il

| |
+ { » . . H::
+ 1 o

Row and

Compression  Partidoning
Column Store

© 2010-12 IMEX Research, Copying prohibited. All rights reserved.

No Aggregate
Tables

&4 bit address space — 2TB in
current server boards

25GB/s data throughput

Cost-performance ratio
rapidly declining

On-the-fly
extensibility
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Technology: RDBMS vs. In-Memory DBMS IMEX
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Conventional RDEMS

TimesTen Applications
Data Manager i

ol el

Disk-based Extra

Features
Overhead

+ | Connection Overhead (IPC)

Search Translation Overhead
Overhead A

I

« Embeddable: 20-30MB

* Direct-Linked

« Memory-Tuned Data Layout
« Disks to Ensure Durability/Recovery

VO QOwverhead
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Classic Database In-Memory Database
Application Application
Uses Intertace Layes Presentation Presentation
Database Database v
Orchestration
Buffer pool cachesall Application Layer v

data read from disk. Orchestration

Commonly referenced

data stays in buffer, v
avoiding 1/0 Calculation
Database Layer v
Data Data

Traditional Computing In-memory Computing

— -
- -

conceptual view

A 10 |€ Conventional databases store records in rows
E B P Storing data in columns enables faster in-memory
(@ ) IS processing of operations such as aggregates
D 40 € = Columnar layout supports sequential memory access

= A simple aggregate can be processed in one linear scan
E 12 I$

mapping to memory

Main memory (DRAM) Main memory (DRAM)
- OrgANiZeBYTOW g e
("« 64-bit processors can address up to 16 exabytes of data i
/.»- "Dwmmmﬁdrﬂpb}'32%ﬂf2ﬂ12m0nm$ [AlBlch|E|1ol35|2[4Di12|€ls‘€:€1$

e memory address I

/ = 1GB of NAND flash memory average price is 56% cents®
\ * Commeoedity hardware provide muiti terabyte of DRAM
" = In-memory-enabling software is available and proven
IK « IMC software is often embedded in productsiservices

—
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Exadata Evolution
*X3-2 8-core Servers
- X3-8 80-core Servers
State-of-the-Art, - Storage Expansion Rack
Scale-out Hardware * X2.8 CPU Refresh
+ 2TB DRAM per node
X2-2 Servers
= X2-8 64-core Servers
V2 Seryers » Writeback Flash cache
40 Gb InfiniBand kI
« Exadata V1 POLTH |
Introduced
+ Smart Flash Logging
+ Hardware DB Encryption Unique Software
= Smart Flash Cache : ﬂfln;r:;ﬂ;mlﬂmm‘: il Integration
- Storage index
* Smart Scan « Columnar Compression
InfiniBand Scaleout
2008 2009 a0 amm 012

Hardware Generation Advances

V1 v2

2008

2012

Storage (18) [E[::] 3X
Flash (18) ) i 4xX

CPU (Cores) I I NPT  2X
Memory (GB) 8X
Connectivity (cuis) INENIFZ NI SYHE) 50X

Exadata Storage Layout

Exadata Architecture

Complete Database platform using standard servers for Compute and Storage

Scale-Out Database Servers

- 2-socket or 8-socket Xeon database servers
+ Oracle Database, ASM, RAC; Linux or Solaris
- Standard Ethernet to data center

Scale-Out Intelligent Storage Servers

- 2-socket storage servers, Exadata Storage Software
- Up to 500 terabytes disk per rack

- 56 PCI Flash memory cards per rack

InfiniBand Network
+ Unified internal connectivity ( 40 Gb/sec )

Exadata Hybrid Columnar Compression
Highest Capacity, Lowest Cost

Exadata Summary

E E * Data is organized and cc
+ Dramatically better com
= « Speed Optimized Query * Best for OLTP
r Warehousing
we + 10X compression typic « Smart Flash Cache

* Runs faster because o

* 1 Million I/Os per Second

« Space Optimized Archiv
infrequently accessed de
+ 15X to 50X compressit

o

Faster and Simpler
Backup, DR, Caching,
Reorg, Clone

B o |

* Best for Warehousing
« Intelligent Scale-Out storage
» 10x faster queries
* 10x Data Compression

Benefits Multiply

Exadata Smart Flash Cache
Extreme Performance OLTP

Hot ASM
Disk Group

Exadata Cell

Cold ASM
Disk l_‘.-:roup

W o | ovor | v W v | v | e W
B coo | coa ] cod M cow L coa ] cou JN

« Two ASM disk groups defined
+ One for the active, or “hot” portion, of the database and a
second for the “cold” or inactive portion

+ ASM striping evenly distributes 1/O across the disk group
+ ASM mirroring is used protect against disk failures
+ Optional for one or both disk aroups

* Best for Consolidation
» Terabytes of Memory

« Mix OLTP, DW, batch,
reporting in single machine

+ Exadata has 5 TB / 22.3 TB of flash

= 56 Flash PCI cards avoid disk
%

controller bottlenecks

Intelligently manages flash
= Smart Flash Cache holds hot data
+ Gives speed of flash, cost of disk

Exadata flash cache achieves:
= Over 1 million 10/sec from SQL (8K)
+ Sub-millisecond response times
- 50 GB/sec query throughput

18
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Exadata Smart Flash Cache — Write Operation

a2 l —

Server

Application Programs B
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Application % programs
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— %
TimesTen background 1
shared libraries Cached Tables processes

t Exadata Cell Server
Checkpoint files 3
Exadata S
\ it Log files / é Flaasha::aaclr:zart
g 1 — -
2 [
o 4
2
oORACLE
Average Response Time TooRAsE Exadata Smarl FlaSh CaChB - Read
TimesTen In-Memory Database :?:::.:
) ) i Cached Data Un Cached Data
! o | —
5. ednros . A .
i |‘“‘"‘“ls §:nn J1pA ANAATL A A H
g TAVRVAWA'MRAVATYAVANVAN : 3
| 5 WA AN NI 13

seconds

1,750,000
Update a record Read a record 1,500,030
1,500,000 A
B Oracle Database W IMDE Cache
i 1,250,000 A
1,000,000 4

750,000 IMDB Cache

g EE 8B
Transactions per Minute

500,000

g

Resporse Time i Microseconds

192,453

-
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Competition: SAP/HANA (Multi-Applications) IMEX
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HANA as a platform A CO nverged DB System

* In-memory database combining transactional data processing, analytical data
processing, and application logic processing functionality in memory.

« A full DBMS with a standard SQL interface, high availability, transactional
iIsolation and recovery (ACID properties)

* both row-based and column-based stores within the same engine (row-based
storage is good for transactional applications, while column-based storage is better for
reports and analytics. Column-based storage compresses the better t00.)

* massively parallel execution using multicore processors, SAP HANA optimizes the
SQL which scales well with the number of cores. Aggregation operations by spawning
a number of threads that act in parallel, each of which has equal access to the data
resident on the memory on that node

» Additional functions - freestyle search (as SQL extensions). Bl applications using MDX
for Microsoft Excel & Consumer Services plus internal I/F for BusinessObjects

* prepackaged algorithms in the predictive analysis library of SAP HANA to
perform advanced statistical calculations

* built-in text support, from its predecessor Bl Accelerator that was based on the TREX
search engine and Inxight functionality integrated into HANA text functions.

20




Competition: SAP/HANA (Multi-Applications) IMEX
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» supports distribution across hosts, where large tables may be partitioned to be
processed in parallel. DB “engine” of the SAP HANA Analytics appliance as well

« HANA's combination of a row and column store is fundamentally different from any other
database engine on the market today, which allows it to perform OLTP and analytics
processing in memory, at the same time.

* Avoids CPU waiting info from Memory through its unique CPU-cache-aware algorithms
and data structures that there is as much useful data in the CPU caches as possible,.

it uses late materialization to decompress columnar structures as late as possible, or to
run operations directly on the compressed data

« also sold as an appliance on Intel Xeon CPUs leveraging insights into Intel’s
HyperThreading, Turbo Boost and Threading Building Blocks

« High Performance Analytic Appliance can perform large-scale data analyses on 500
billion records in less than a minute, taking analytics to an entirely new dimension

* represents a complete data warehouse in RAM, and as a result, much accelerated real-
time analytics.

© 2010-12 IMEX Research, Copying prohibited. All rights reserved.
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conceptual view

A 10 J€ Conventicnal databases store records in rows
B 35 $ Storing data in columns enables faster in-memory
@ 2 € processing of operations such as aggregates
D 40 € = Columnar layout suppoerts sequential memory access

= A simple aggregate can be precessed in one linear scan
E 12 %

mapping to memory

L
[ATwlelBlas]s[cl2elpfa]elET12] 5]

organize by column
aA]B]c|D[EJ1]3s]2]a0]12]e[s[€[€]s

> memory address |

Columnar storage
increasesthe
amount of datathat

| can be storedin
In-memaory allows An=i

sophisicasdcaicuaions | e single HANA platform for all business processing

compared to disk;
in real-time ( P )

4 \_,/ _ Today Future

EDW

In-memory processing
gives more ime for
refatively slow updates
tocolumn data

A\/_.J"-
Hardware acceleration Ac ation Column databases F ¥
makes sophisticated J enable easier x‘, . o
calculations like N parallelization of

allocations possible \\\_—'// queries
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Trends: In-Memory Computing Adoption MR ik

SUSE HANA Certified Hardware

Pre-load SUSE Linux Enterprise Server for SAP Applications
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FUjiTSU =5 [ WindowsAzure
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@ e
30% W Mec
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% :Z:: Hadoop 3%
§ 6,000 Flat Files
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Primary DB for Each Application

mOracle DB mIBM DB2 mMS SQL Srvr mOpen Src DB [ 0ther DB m Don't Know

ERP 61 9 15 4 9
Finance & Accounting 61 8 10 4 12
Order Mgmt 48 9 19 4 14
HR Mgmt 60 4 16 1 15
SCM 62 10 6 3 16
CRM 41 11 21 3 18
Project Mgmt 39 10 21 1 22
Info & Knowledge.. 32 9 26 4 21
Enterprise Asset Mgmt 51 7 12 13 23
SRM 50 6 11 12 26

Big Data Technologies Planned
Orgonizations plan to use o blend of opproaches

Data Warehouse Appliances
In-memary Databases
Specishized DBMS

Hadoop

Flat Files

RDBMS
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